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Long Read Mapping is slow

Aligner / Mapper 

Illustrations: ClevaLab, Youtube *https://www.youtube.com/watch?v=WKAUtJQ69n8

/ reads

Sequencer

BWA-MEM <1kb
Minimap2 1kb-100kb

2

Illumina: 150b
PacBio: 15-20kb
Oxford Nanopore 10-100kb



Long Read Mapping is slow

Aligner / Mapper 

Illustrations: ClevaLab, Youtube *https://www.youtube.com/watch?v=WKAUtJQ69n8

/ reads

Challenging to map: 
Irregular, noisy, long Reads. 

Illumina: 150b
PacBio: 15-20kb
Oxford Nanopore 10-100kb

BWA-MEM <1kb
Minimap2 1kb-100kb

Sequencer
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SOA, runs on CPU, 
slow. 



Accelerating minimap2 on GPU
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mm2-gb offers 5.33x faster chaining
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Read Length

No accuracy loss
Open sourced



Agenda
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- What is minimap2 &
why it is challenging to parallelize 

- How we accelerate minimap2

- Hardware Setup and Results



minimap2 does chaining sequentially

Anchors

Anchors (sorted w.r.t reference location)

max_dist_x
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1D dynamic 
programming

Chaining

Seeding



Anchors (sorted w.r.t reference location)
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Anchors

minimap2 does chaining sequentially
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Chaining is the bottleneck



Longer reads More anchors 
to chain against

O(N^2) 1D DP 
Compute Complexity

Seeding scales linearly 

1-D DP scales quadratically with 
Read Length
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67% of CPU time in minimap2 is spent on chaining

Chaining is 
the scaling bottleneck



Irregular Compute Intensity

Potential map regions: 
A lot of anchors in max_dist_x Sparse Anchors: 

Only a few anchors in max_dist_x

Number of anchors Number of scores to compute

>64 anchors in 
range

<64 anchors in 
range

<64 anchors in range>64 anchors in range
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mm2-gb Design Overview
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Parallelize Read Processing by Sequence Cutting
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CU …A0 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

Sequential Processing

Anchor score is dependent on its predecessors

Read#0:
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>max_dist_x

Read#0:

Seg #0 Seg #1

CU …A0 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

Anchor score is dependent on its predecessors
— Unless there is no anchor within max_dist_x. 

Parallelize Read Processing by Sequence Cutting
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>max_dist_x

Seg #0 Seg #1

CU

…CU

CU

CU A0 A1 A2

A3 A4 A5

A6 A7 A8 A9 A10

Read#0:

Parallelize Read Processing by Sequence Cutting
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Custom Kernels Tailored to Compute Intensities

Short 
Kernel

Mid 
Kernel

Long 
Kernel >90% GPU runtime

<10% GPU runtime



Prioritized Auto Workload balancing
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Long 
Kernel

Super Long Segments
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Long 
Kernel

Dynamically Fetch from TODO pool 

Prioritized Auto Workload balancing



Results
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AMD Instinct™ MI210 Accelerators
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Read length

Speedup Compared to mm2-fast* using avx-512 on Intel® Icelake

Intel is a trademark of Intel Corporation or its subsidiaries
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